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with the same underlying intention, particularly considering 
the various modalities and temporalities of the descriptors ?  

2. What types of relationships between communication acts 
need to be captured to reflect the structure of a conversation ?  

3. Which representation of conversation structure is most 
conducive to tasks involving automatic comprehension of a 
conversation ?  

(ii) Specificities for script generation 
4. What are the dimensions of interest for representing 
communication acts for script generation ? 5. Does the structure in 
communication acts contribute to the explainability of the 
generation process ?  

(iii) Adequacy with the use cases 

Challenges in Spoken Conversation Analysis 
 

• Non-verbal information can be essential to understand the 

message, 

• Visual grounding between participants is often needed 

during a conversation to integrate posture and body gesture as 

well as references to the surrounding world, 

• Semantic grounding between participants of a conversation 

to establish mutual knowledge is essential for communicating 

with each other 

 

==> Use conversation transcription as a textual input of a 

generative model for downstream tasks can provide helpful 

results 

==> But still limited: summary only convey the spoken 

content, regardless of the other dimensions 

Research questions  
 

 How to group low-level descriptors into communication 

acts with the same underlying intention?  

 What types of relationships between communication acts 

need to be captured to reflect the structure of a 

conversation?  

 Which representation of conversation structure is most 

conducive to tasks involving automatic comprehension of 

a conversation?  

 

Objective 

 
Train a multimodal conversation representation model for 

communicative acts (i.e., the smallest—verbal or non-

verbal—communication units with a consistent 

communication intention)  

Study communicative structures (how and why 

communicative acts are linked),  

Generate an enriched transcriptions in the form of a script 

Exploit a panel of ecological conversational datasets from 

various domains to evaluate the quality of the generated 

scripts and their impact on relevant use cases 

 
 What are the dimensions of interest for representing 

communication acts for script generation?  

 Does the structure in communication acts contribute to the 

explainability of the generation process?  

 Can fiction training corpora contribute to producing 

reproducible results in real-world conditions? 

 To what extent are scripts a useful representation format 

for solving different practical cases?  

 

Organization 

 
WP1: preparation of multimodal data 

WP2: representation and extraction of communicative acts  

WP3: representation and extraction of relations between CAs  

WP4: script generation  

WP5: analysis of how scripts and representations from the 

previous WPs can help for specific use cases 


